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1 Introduction

If you divide 1 by 81, you will find that $1/81 = \frac{1}{9}$... The first time I did this, I was amazed—there was a beautiful pattern, but then instead of going “789”, it jumped directly from 7 to 9, and then started repeating. Is this a miracle? Are there any other cool patterns? Can we compose fractions with interesting expansions? Is there anything special about those sorts of fractions?

Some fractions come out even when expressed as a decimal: $1/2 = 0.5$ and $1/5 = 0.2$, for example. Others repeat forever: $1/3 = 0.3333\ldots$ or $1/7 = 0.145857142857\ldots$ Some only repeat after a while: $1/6 = 0.16666\ldots$

Why do they repeat? Do decimals have to repeat? What is meant by $1 = 0.9999\ldots$? How can you find the fraction corresponding to an infinite decimal or the decimal expansion of a given fraction? How much, if any, of this is caused by the fact that we work in base 10?

How do you convert a fraction to a decimal? A decimal to a fraction? What if the decimal is repeating?

These are the sorts of problems we’ll examine in this paper.

Appendix A contains a table of the properties of the decimal expansions of the fractions of the form $1/n$ for $n = 1$ to $n = 900$.

Some properties are easy, and some are difficult. In Appendices B, C, D and E are the definitions and simple properties of some number-theoretic concepts and functions that are used in the text.

2 What is a Decimal Number?

Almost everyone knows what a decimal number means, but let’s review it quickly anyway. Every decimal number has one of the digits from 0 through 9 in each of several positions. As you move from left to right, the digits represent smaller and smaller numbers.

For example, what is the meaning of the expression “134.526”? The digits to the left of the decimal point (“134” in this case) represent the size of the integer (whole-number) part of the number. Reading digits from the decimal point to the left, the first represents the “one’s” place, the next, the “ten’s” place, then the “hundred’s” place, and so on. We can rewrite the whole number 134 as:

$$1 \times 100 + 3 \times 10 + 4 \times 1,$$

or better, as:

$$1 \times 10^2 + 3 \times 10^1 + 4 \times 10^0.$$

The second expression is better, since we can see the progression of the exponents as we work through the digits. Thus, the original example “134.526” represents:

$$1 \times 100 + 3 \times 10 + 4 \times 1 + 5 \times \frac{1}{10} + 2 \times \frac{1}{100} + 6 \times \frac{1}{1000}.$$
or better, as:

\[ 1 \times 10^2 + 3 \times 10^1 + 4 \times 10^0 + 5 \times 10^{-1} + 2 \times 10^{-2} + 6 \times 10^{-3}. \]

### 2.1 Non-Terminating Decimals

The explanation above is fine for decimals that terminate, but what does it mean when the decimal expansion goes on “forever”, as in \(1/3 = 0.33333\ldots\)? This is, in fact, probably the first infinite series that most people ever encounter, even if they don’t recognize it as an infinite series. The decimal expansion of \(1/3\) means this:

\[
\frac{1}{3} = 3 \left( \frac{1}{10} \right)^1 + 3 \left( \frac{1}{10} \right)^2 + 3 \left( \frac{1}{10} \right)^3 + 3 \left( \frac{1}{10} \right)^4 + \cdots = \sum_{i=1}^{\infty} 3 \left( \frac{1}{10} \right)^i. \tag{1}
\]

The sum above must continue forever before it is exactly equal to \(1/3\). If you stop after any finite number of terms, it is not exact. Let us, in fact, look at the errors for a few approximations:

\[
\begin{align*}
1/3 - .3 &= 1/3 - 3/10 = 1/30 \\
1/3 - .33 &= 1/3 - 33/100 = 1/300 \\
1/3 - .333 &= 1/3 - 333/1000 = 1/3000 \\
1/3 - .3333 &= 1/3 - 3333/10000 = 1/30000 \\
1/3 - .33333 &= 1/3 - 33333/100000 = 1/300000 \\
1/3 - .333333 &= 1/3 - 333333/1000000 = 1/3000000 \\
1/3 - .3333333 &= 1/3 - 3333333/10000000 = 1/30000000 \\
1/3 - .33333333 &= 1/3 - 33333333/100000000 = 1/300000000.
\end{align*}
\]

It is clear that the approximations are better and better, the last one above having an error of only one part in thirty billion, but no finite approximation is exact. For a proof that the infinite decimal expansion in Equation 1 is exactly equal to \(1/3\), see section 4.

A mathematician would say that the limit of the sequence:

\[.3, .33, .333, .3333, .33333, \ldots\]

is \(1/3\). This means that given any error, no matter how small, after a certain point the terms in the sequence above will all be closer to \(1/3\) than that specified error.

### 3 How to Convert Fractions to Decimals

To convert a fraction of the form \(i/j\) to a decimal, all you need to do is a long division where you write the numerator followed by a decimal point and as many zeroes as you want. For example, to convert the fraction \(7/27\) into a decimal, begin with the long division displayed below:

\[
\begin{array}{c|cccccccc}
\text{27} & 7. & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline
5 & 4 & 1 & 6 & 0 & 1 & 3 & 5 & 2 \\
\hline
2 & 5 & 0 \\
2 & 4 & 3 \\
\hline
7 & 0 \\
5 & 4 \\
\hline
1 & 6 & 0 \\
1 & 3 & 5 \\
\hline
2 & 5
\end{array}
\]
At each stage in the long division, the remainder will have to be less than 27, so in this case there are only 27 possible remainders: 0, 1, ..., 26. If the remainder were 27 or more, you could have divided at least one more 27 into it.

In the case above, the remainders are 16, 25, 7, 16, and 25. But once we are doing the division in the part of the fraction where all the decimals in the numerator are zero, if a remainder is repeated, the entire sequence of remainders will repeat from that point on, forever. In the case above, as soon as we hit the remainder of 16, the next one will have to be 25 and then the next one will have to be 7, and then 16, 25, 7, 16, and so on, forever. Thus, the infinite decimal expansion becomes:

$$7/27 = 0.259259259259\ldots$$

Every fraction will eventually go into a cycle like this. The example above cycles all of its digits. Other fractions may have a non-repeating part followed by a part that repeats forever. For example, the fraction 1/6 = 0.1666666\ldots

It is also interesting to note that the repeating part of any decimal expansion of a fraction has to be shorter than the denominator. As we saw above, for example, if the denominator is 27, there are only 26 possible remainders in the long division: 1 through 26. A remainder of 0 means it came out even, and all the remainders have to be strictly less than 27.

In the two examples above it is pretty obvious from the “…” what part repeats, but if you wish to be mathematically precise, you can indicate the repeating part with a bar over the part that repeats. Hence:

$$7/27 = \overline{0.259}$$
$$1/6 = \overline{0.16}$$

It is interesting to make a table of the decimal expansions for the fractions with small denominators. Here’s the list of the fractions of the form 1/n:

<table>
<thead>
<tr>
<th>Fraction</th>
<th>Expansion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.5</td>
</tr>
<tr>
<td>1/3</td>
<td>0.333...</td>
</tr>
<tr>
<td>1/4</td>
<td>0.25</td>
</tr>
<tr>
<td>1/5</td>
<td>0.2</td>
</tr>
<tr>
<td>1/6</td>
<td>0.1666...</td>
</tr>
<tr>
<td>1/7</td>
<td>0.142857</td>
</tr>
<tr>
<td>1/8</td>
<td>0.125</td>
</tr>
<tr>
<td>1/9</td>
<td>0.111...</td>
</tr>
<tr>
<td>1/10</td>
<td>0.1</td>
</tr>
<tr>
<td>1/11</td>
<td>0.0909...</td>
</tr>
</tbody>
</table>

There are some interesting patterns to note, even with such a small table. First, the decimals terminate (end with an infinite sequence of zeroes) exactly when the denominator is a multiple of a power of 2 and a power of 5, such as 2 = 2^1, 4 = 2^2, 5 = 5^1, 8 = 2^3, 10 = 2^15^1, 16 = 2^4 and 20 = 2^25^1. If you want more data, Appendix A contains the cycle lengths for fractions with denominators up to 900.

Fractions with prime numbers as the denominator tend to have longer expansions, many of them having length $p - 1$ where the denominator is the prime number $p$. 

3
4 Converting Decimals to Fractions

Begin with the familiar expansion:

\[ \frac{1}{3} = 3 \left( \frac{1}{10} \right)^1 + 3 \left( \frac{1}{10} \right)^2 + 3 \left( \frac{1}{10} \right)^3 + 3 \left( \frac{1}{10} \right)^4 + \cdots = \sum_{i=1}^{\infty} 3 \left( \frac{1}{10} \right)^i. \]

The example above (and all repeating decimals will be similar) is a geometric series. Every term after the first is just a constant multiple of the previous term. The first term in the expansion of 1/3 is 3/10 and each successive term is obtained by multiplying the previous term by 1/10.

The general form for a geometric series whose first term is \( a \) and whose ratio between terms is \( r \) is this:

\[ S = a + ar + ar^2 + ar^3 + \cdots = \sum_{i=0}^{\infty} ar^i. \]  \hspace{1cm} (2)

if \( |r| < 1 \) then the series converges. The usual trick to find the sum \( S \) is to multiply Equation 2 by \( r \) and then to subtract it from the original series to obtain:

\[
\begin{align*}
S - rS &= a + ar + ar^2 + ar^3 + \cdots \\
- rS &= -(ar + ar^2 + ar^3 + \cdots) \\
S - rS &= a (1 - r).
\end{align*}
\]

Thus \( S(1 - r) = a \), or \( S = a/(1 - r) \).

In the case of the fraction 1/3 above, \( a = 3/10 \) and \( r = 1/10 \) so

\[ S = \frac{3/10}{(1 - 1/10)} = \frac{3/10}{9/10} = \frac{3}{9} = \frac{1}{3}. \]

Exactly the same idea can be applied to decimals that repeat after an initial non-repeating part. For example, to show that the decimal 0.1666666... is 1/6, notice that we have

\[ .166\ldots = .1 + .066\ldots = \frac{1}{10} + \frac{6}{100} + \frac{6}{100} \left( \frac{1}{10} \right) + \frac{6}{100} \left( \frac{1}{10} \right)^2 + \frac{6}{100} \left( \frac{1}{10} \right)^3 + \cdots. \]

Thus it is the sum of 1/10 and a geometric series with \( a = 6/100 \) and \( r = 1/10 \):

\[ .166\ldots = \frac{1}{10} + \frac{6/100}{1 - 1/10} = \frac{1}{10} + \frac{2}{30} = \frac{5}{30} = \frac{1}{6}. \]

A very similar trick can be used to convert any non-terminating decimal to a fraction. For example, what is the fractional form for

\[ .345752375237523\ldots = .3457523\ldots \] ?

The arithmetic is a bit ugly, but this is just:

\[
\begin{align*}
.3457523\ldots &= \frac{345}{1000} + \frac{7523}{1000000} + \frac{7523}{1000000} \left( \frac{1}{10000} \right) + \frac{7523}{1000000} \left( \frac{1}{10000} \right)^2 + \frac{7523}{1000000} \left( \frac{1}{10000} \right)^3 + \cdots \\
&= \frac{345}{1000} + \frac{7523}{1000000} \left( \frac{1}{10000} \right) + \frac{7523}{1000000} \left( \frac{1}{10000} \right)^2 + \frac{7523}{1000000} \left( \frac{1}{10000} \right)^3 + \cdots \\
&= \frac{345}{1000} + \frac{7523}{1000000} \left( 1 - 1/10000 \right) = \frac{1728589}{4995000}.
\end{align*}
\]
You may have noticed that there is a trick that can be used with any decimal that repeats from the decimal point. To obtain the fraction, take the repeating part and divide it by a number with the same number of digits, but all of which are 9. For example, to convert $1.23$ to a fraction, the repeating part is three digits long, so the fraction is $123/999 = 41/333$. Can you see why this always works?

5 Why is $0.99999\ldots = 1$?

Many people are disturbed by the fact that the repeating decimal $0.999\ldots$ is equal to 1. According to our conversion trick, the repeating part is just 9, so the decimal should be equal to $\frac{9}{10} + \frac{9}{100} + \frac{9}{1000} + \cdots$.

It is also clear that the sum of the infinite series:

\[
\frac{9}{10} + \frac{9}{100} + \frac{9}{1000} + \cdots
\]

is 1, since from Equation 2 we obtain $a = 9/10$ and $r = 1/10$, so $a/(1 - r) = 1$.

The ugly truth is that decimal expansions in our base-10 system are not unique. There are sometimes two different ways to represent the same fraction with different decimal expansions. There is nothing unique about the apparent problem that $0.999\ldots = 1$. The same thing occurs infinitely often: $0.3499999\ldots = 0.35$, $0.1119999\ldots = 0.112$, et cetera.

This problem is not unique to base 10; if you are working in base 8, the number 1 has two “octal” expansions: 1.0000... and 0.7777..., et cetera.

6 What’s with $1/81 = 0.12345679\ldots$?

We will examine the title question later. Let us begin with a couple of easier examples.

We learned in Section 4 how to sum a geometric series and we can use that trick to make a couple of other interesting fractions. As the first example, consider the decimal expansion that begins like this:

\[
0.1\overline{2345679}
\]

If you look at each pair of digits, each is the double of the previous set of two. But we can also write it as a geometric series:

\[
D = \frac{1}{100} + \frac{1}{100} \left( \frac{2}{100} \right)^1 + \frac{1}{100} \left( \frac{2}{100} \right)^2 + \frac{1}{100} \left( \frac{2}{100} \right)^3 + \cdots
\]

In this series the first term, $a = 1/100$ and the ratio $r = 2/100$. Thus the sum should be:

\[
D = \frac{a}{1 - r} = \frac{1/100}{1 - 2/100} = \frac{1}{98}.
\]

And sure enough, if we divide out 1/98, we obtain:

\[
\frac{1}{98} = 0.0102040816326530612244897959183673469387755
\]

The doubling pattern seems to fail immediately after the 32: we have a 65 rather than a 64 in the pattern.

But it’s easy to see why, since the next term, 128, has more than two digits, so the 1 carries over into the next column to the left, turning 64 into 65.
You can go further with the following fraction:

\[
\frac{1}{998} = .001002004008016032064128255130260\ldots
\]

We’ve just written “…” since this one doesn’t repeat for a while—its repeating cycle is 498 digits long. Both the examples above are based on the fact that we know how to add up the terms in the geometric series:

\[
S = a + ar + ar^2 + ar^3 + \cdots = \frac{a}{1 - r}. \quad (3)
\]

The examples use values of \(r\) that have some power of 10 in the denominator and (usually) small integers in the numerator. If you understand this, it should be easy to find the fraction that corresponds to this decimal expansion:

\[
.000100030009002700810243\ldots,
\]

where the numbers in the expansion start out looking like powers of 3.

But there are other series we know how to add. For example:

\[
r + 2r^2 + 3r^3 + 4r^4 + \cdots = \frac{r}{(1 - r)^2}. \quad (4)
\]

If \(r = 1/10\), this formula gives:

\[
.1 + .02 + .003 + \cdots = .123\ldots = 10/81.
\]

If you divide by ten, you obtain 1/81 = .012345679\ldots. The decimal jumps from 7 to 9 because of carries that occur when the terms with 10 and above are added in.

More formulas like that above are not too hard to derive if you know a little calculus. For example:

\[
r + 4r^2 + 9r^3 + 16r^4 + 25r^5 + \cdots = \frac{r(1 + r)}{(1 - r)^3}
\]

from which we can obtain:

\[
\frac{100010000}{999700029999} = .000100040009001600250036\ldots
\]

7 Cycle Lengths

In the rest of this paper, we will assume that the fractions we consider have been reduced to lowest terms. In other words, the numerator and denominator have no common factors. The fraction 6/9 is not reduced to lowest terms, since both 6 and 9 have a common factor of 3. The equivalent fraction 2/3 is reduced to lowest terms. This reduction is easy for small numerators and denominators, but it can be a bit messy with large numerators and denominators. There is a simple algorithm to reduce fractions, and it is explained in Appendix C.

A very interesting question is the following. Given a fraction \(p/q\) that is reduced to lowest terms, what is the length of the non-repeating part and what is the length of the cycle? Before reading on, you may wish

---

1This formula can be obtained from the formula for the geometric series (Equation 3) by setting \(a = 1\) and then taking the derivative of both sides with respect to \(r\) and multiplying the result by \(r\). We can begin with this result and do the same sort of thing to obtain Equation 5. But even without calculus, we can sum it. If \(S = r + r^2 + r^3 + \cdots = r/(1 - r)\), then the sum in Equation 4 is equal to \(S + rS + r^2S + \cdots = S(1 + r + r^2 + \cdots) = S/(1 - r) = r/(1 - r)^2\).
to look at the data in the table in Appendix A and look for patterns. If you do see patterns, try to prove them.

We will show later that if \( \frac{p}{q} \) is reduced to lowest terms, it will have the same length non-repeating part and repeating part as \( \frac{1}{q} \). You may wish to check this with a few examples, like \( \frac{1}{7} = .142857 \), \( \frac{2}{7} = .285714 \), \( \frac{3}{7} = .428571 \), et cetera. All have no non-repeating part and a repeating part of 6 digits.

Another example is \( \frac{1}{6} = .1\overline{6} \) and \( \frac{5}{6} = .8\overline{5} \). Both have a single non-repeating digit followed by a single-digit repeating cycle.

We will prove this in Section 7.2, but this is the reason that the table in Appendix A only contains the data for fractions of the form \( \frac{1}{N} \).

### 7.1 The Non-Repeating Part

The next thing to notice is the set of fractions in the list that terminate. It’s clear that at least in the examples in Appendix A all and only those fractions with denominators of the form \( 2^i5^j \) terminate. This is related to the fact that we have ten fingers and therefore work in base \( 10 = 2 \cdot 5 \). In fact, if you look at any terminating fraction with denominator \( 2^i5^j \), the number of digits before the fraction terminates is exactly equal to the larger of \( i \) and \( j \).

This should be clear, since any decimal that terminates in 1, 2, or 3 places has, by definition, a denominator of 10, 100, 1000, et cetera. So if we look, for example, at decimals that terminate after 3 places, the fraction has the form \( \frac{N}{1000} \) (or a reduced form of that), where \( N \) is a three-digit number. If \( N \) contains both a factor of 5 and of 2, we could divide numerator and denominator by 10 and make it terminate in 2 digits. Thus \( N \) may have factors of 2 or may have factors of 5, but not both.

Thus \( \frac{7}{160} = \frac{7}{(2^55)} \) should terminate after exactly 5 terms, and it does; \( \frac{7}{160} = .04375000 \ldots \)

Now consider decimals with a repeating and a non-repeating part. Let’s just consider an example, and it should be clear how to do a formal proof from the example. What is the fraction that has the expansion: \( .2176543 \)? Write it like this:

\[
.2176543 = \frac{217}{1000} + \frac{1}{1000} \cdot \frac{6543}{9999}
\]

In this case it’s obvious that there will be a denominator of the final fraction with at least three 2s or three 5s. But with an appropriate selection of non-repeating and cycle parts, could we have some cancellation? For example, how about \( .250750 \)? This would be:

\[
.250750 = \frac{250}{1000} + \frac{1}{1000} \cdot \frac{750}{999}.
\]

We can divide 10 out of the numerator and denominator of both parts, and only have a fraction of 100, guaranteeing a non-repeating part of only two digits. What’s wrong?

Well, here’s what’s wrong: we did not write the original decimal in its simplest form:

\[
.250750 = .250750,
\]

so it really has only a two-digit non-repeating part.

In any case, with a little thought it should be clear that any decimal that repeats after an initial non-repeating part of \( k \) digits must contain at least \( 2^k \) or \( 5^k \) in the denominator, and no powers of 2 or 5 greater than \( k \).
7.2 Repeating Cycle Length

If we look over a bunch of examples in Appendix A, we can find still more patterns. Since we know how to deal with factors of 2 and 5 in the denominators, let’s ignore those and look only at denominators that are products of prime numbers other than 2 and 5. Here are a few interesting patterns:

1. Many fractions whose denominator is a prime number $p$ have cycles of length $p - 1$.
2. All fractions whose denominator $m$ is not a prime have cycles of length less than $m - 1$.
3. All fractions whose denominator is a prime number $p$ have cycles whose length divides $p - 1$.
4. There seems to be some sort of relationship between the lengths of the cycles of the prime factors of the denominator and the length of the cycle of the denominator, but it is hard to say what that is, exactly.

Let’s look at a concrete example: the decimal expansion of $i/13$:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.076923</td>
<td>0.307692</td>
<td>0.5384615</td>
<td>0.7692301</td>
<td>0.153846</td>
<td>0.461538</td>
<td>0.615384</td>
<td>0.846153</td>
<td>0.307692</td>
<td>0.6923076</td>
</tr>
</tbody>
</table>

The first thing we notice is that the fractions with numerators 1, 3, 4, 9, 10 and 12 have the same series of digits in the cycle, but rotated by different amounts. Similarly for the ones with numerators 2, 5, 6, 7, 8 and 11.

Now look at the values of $10 \mod 13, 10^2 \mod 13, 10^3 \mod 13$, and of $2 \cdot 10 \mod 13, 2 \cdot 10^2 \mod 13$ and of $2 \cdot 10^3 \mod 13$, $2 \cdot 10^4 \mod 13$ et cetera. (See Appendix B if you are unfamiliar with the “mod” function.)

Finally, consider the two long divisions that produce the decimal expansions of $1/13$ and $2/13$. The remainders in the division of $1$ by $13$ are: 1, 10, 9, 12, 3, 4, and finally, 1, where the cycle begins again. These are exactly the values of $10^i \mod 13$ in the previous table. A similar result holds for the remainders when 2 is divided by 13. Do you see why this must be true?
In the argument that follows, we’ll be considering a denominator \( N \) which contains no factors of 2 or 5, but if you refer to the examples above with \( N = 13 \), the argument may be easier to follow.

What we wish to prove is that if \( k/N \) is reduced to lowest terms, its cycle length is the same as the cycle length for \( L/P \).

Consider the \( n \) distinct remainders \( 1 = r_0, r_1, \ldots, r_{n-1} \), where \( r_n = r_0 = 1 \) obtained during the long division of \( 1/N \). If \( n = N - 1 \) then all the remainders from 1 to \( N - 1 \) must appear somewhere in the cycle, so the long division of \( k/N \) will simply begin in the cycle at the point where \( r_i = k \) and continue with exactly the same cycle elements around a cycle of exactly the same length \( n = N - 1 \).

If \( n < N - 1 \) then some of the remainders are omitted. If \( m \) is an omitted remainder and \( m/N \) is reduced to lowest terms, then in the long division of \( m/N \), we must obtain remainders \( mr_0, mr_1, \ldots, mr_{n-1} \), all taken \( \text{mod} \ N \). Clearly the cycle repeats at this point, since \( mr_n = m \text{ mod } N \). It cannot repeat earlier. If it did, and \( mr_0 = mr_j \) for \( j < n - 1 \), then \( r_0 = r_j \text{ mod } N \) because \( \text{GCD}(m, N) = 1 \). This cannot occur since \( r_{n-1} \) is the first time the remainders \( r_j \) return to 1 \( \text{mod} \ N \). Thus every irreducible fraction \( k/N \) has the same cycle length as the fraction \( 1/N \).

Finally, note that if \( N \) is prime, all the fractions \( k/N \) are irreducible, so all the remainders fall into equivalence classes determined by which cycle they are in. But all these cycles have the same length, so the cycle lengths must divide \( N - 1 \). This is only true if \( N \) is prime, however. The cycle length of \( 1/14 \), for example, is 6, which does not divide 13.

### 7.3 The General Problem

In general, what we would like to do is given a reduced fraction \( k/n \), find the length of the non-repeating and repeating part of its decimal expansion.

We know how to find the non-repeating length: if \( 2^i \) and \( 5^j \) are the largest powers of 2 and 5 that divide \( n \), then the non-repeating part has a length which is the maximum of \( i \) and \( j \). Unfortunately, nobody knows an easy way to find the length of the repeating part, even when \( n \) is a prime number.

Here are some partial results, where we’ll assume that the denominator of \( k/n \) is not divisible by 2 or 5, and that \( k/n \) is reduced to lowest terms. In what follows, we’ll denote by \( \lambda(n) \) the length of the cycle of the fraction \( k/n \).

1. If \( n \) is a prime and the cycle length of \( 1/n \) is even, then if the first half of the cycle is added to the last half as integers, the result is \( 10^{\lambda(n)/2} - 1 \). For example, \( 1/7 = .\overline{142857} \), and \( 142 + 857 = 999 = 10^3 - 1 \). Another example: \( 1/17 = .0588235294117647 \), and \( 05882352 + 94117647 = 99999999 = 10^8 - 1 \).

2. If \( n \) is prime, then the length of the cycle divides \( n - 1 \).

3. \( \lambda(n) = i \) if \( i > 0 \) is the smallest integer such that \( 10^i = 1 \text{ mod } n \).

4. If 10 is a primitive root of \( n \), then \( \lambda(n) = \phi(n) \), where \( \phi \) is the Euler totient function. See Appendix D for properties of the totient function, and Appendix E for the properties of primitive roots. For example, 10 is a primitive root \( \text{mod } 49 \) and \( \phi(49) = 42 \) so the cycle length of \( 1/49 \) is 42.

5. \( \lambda(n) \) divides \( \phi(n) \).
### A  Cycle Length Table for 1/1 to 1/900

Pattern: ||Denominator|Non-repeat|Repeat|| Example: 1/12 = .08333 ... Denominator is 12, the "08" does not repeat, length is 2, the "3" repeats, length is 1, "•" signifies a terminating decimal.

<table>
<thead>
<tr>
<th>Denominator</th>
<th>Non-repeating Length</th>
<th>Repeating Length</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>0</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>2</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>0</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>2</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>5</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>0</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>1</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>1</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>
B  The mod Function

In this appendix, we assume that we are dealing only with integers, although the concept is easy to extend to real numbers in some cases. The definition of \( m \mod n \) is the remainder obtained if \( m \) is divided by \( n \). Thus \( 5 \mod 3 = 2 \), \( 15 \mod 5 = 0 \), and \( 17 \mod 20 = 17 \). The value of \( m \mod n \) is always between 0 and \( n - 1 \), inclusive.

We sometimes write \( m \equiv n \pmod{k} \) to mean \( m \mod k = n \mod k \). In English, we say that “\( m \) is equivalent to \( n \), mod \( k \)”. In this case the “mod” is a congruence relation.

Here are some easily proved properties of the mod congruence relation. Some of them involve the function \( \text{GCD} \), or “greatest common divisor” that is dealt with in Appendix C.

\[
\begin{align*}
\text{If } a \equiv b \pmod{n} \text{ and } c \equiv d \pmod{n} \text{ then } a + c & \equiv b + d \pmod{n} \\
\text{If } a \equiv b \pmod{n} \text{ and } c \equiv d \pmod{n} \text{ then } a - c & \equiv b - d \pmod{n} \\
\text{If } a \equiv b \pmod{n} \text{ and } m \geq 0 \text{ then } a^m & \equiv b^m \pmod{n} \\
\text{If } ac \equiv bc \pmod{nc} \text{ and } \text{GCD}(c,n) = 0 \text{ then } a & \equiv b \pmod{n} \\
\text{If } ac \equiv bc \pmod{nc} \text{ and } c \neq 0 \text{ then } a & \equiv b \pmod{n} \\
\text{If } a \equiv b \pmod{mn} \text{ and } \text{GCD}(m,n) = 0 \text{ then } a & \equiv b \pmod{m} \text{ and } a \equiv b \pmod{n}
\end{align*}
\]

C  The GCD and Reducing Fractions

If you are given a fraction in the form \( m/n \), where \( m \) and \( n \) are integers, it is usually far easier to work with if it is reduced to lowest terms. For example, \( \frac{1}{2} = \frac{2}{4} = \frac{3}{6} = \frac{4}{8} \), but the form \( 1/2 \) is usually best, especially for the sorts of analyses done in this paper.

To reduce the fraction \( m/n \) to lowest terms, you need to find the largest integer \( r \) such that \( m = pr \) and \( n = qr \) where \( p \) and \( q \) are integers. Then \( m/n = pr/qr = p/q \), and \( p/q \) is the reduced form of \( m/n \).

The value \( r \) in the previous paragraph is called the “greatest common divisor” or “GCD” of \( m \) and \( n \). Here is how to calculate the GCD for \( m, n \geq 0 \):

\[
\text{GCD}(m,n) = \begin{cases} 
    n & : m = 0 \\
    \text{GCD}(n \mod m, m) & : m > 0
\end{cases}
\]

where \( n \pmod{m} \) is the remainder after dividing \( n \) by \( m \). This recursive formula can be applied to calculate relatively quickly the GCD of any pair of numbers.

For example, let us find the GCD (197715, 22820):

\[
\begin{align*}
\text{GCD}(197715, 22820) & = \text{GCD}(197715 \mod 22820, 22820) \\
& = \text{GCD}(15155, 22820) \\
& = \text{GCD}(7665, 15155) \\
& = \text{GCD}(7490, 7665) \\
& = \text{GCD}(175, 7490) \\
& = \text{GCD}(140, 175) \\
& = \text{GCD}(35, 140) \\
& = \text{GCD}(0, 35) \\
& = 35
\end{align*}
\]

Thus the fraction 22820/197715 reduced to lowest terms is \((22820/35)/(197715/35) = 652/5649\). Usually the GCD operation does not require so many steps, but the example above illustrates how it will
grind down any two numbers, no matter how large.

D The Euler Totient Function

The function $\phi(n)$ is equal to the number of integers in the set $\{0, 1, 2, \ldots, n-1\}$ that are relatively prime to $n$. $\phi(1) = 1$, $\phi(2) = 1$, $\phi(3) = 2$, and so on.

Here are values of $\phi(n)$ for $n = 1, 2, \ldots, 50$: 1, 1, 2, 2, 4, 2, 6, 4, 6, 4, 10, 4, 12, 6, 8, 8, 16, 6, 18, 8, 12, 10, 22, 8, 20, 12, 18, 12, 28, 8, 30, 16, 20, 16, 24, 12, 36, 18, 24, 16, 40, 12, 42, 20, 24, 22, 46, 16, 42, 20.

Obviously, if $p$ is prime, $\phi(p) = p - 1$ and $\phi(p^n) = p^{n-1}(p - 1) = p^n(1 - 1/p)$. If $m$ is composite, $\phi(m) < m - 1$.

In general, if the prime factorization for an integer $n$ is given by $n = p_1^{k_1}p_2^{k_2}\cdots p_m^{k_m}$, then

$$\phi(n) = n \left(1 - \frac{1}{p_1}\right)\left(1 - \frac{1}{p_2}\right)\cdots\left(1 - \frac{1}{p_m}\right).$$

E Primitive Roots mod $n$

If $n$ is an integer then $k$ is a primitive root mod $n$ if $k$ is relatively prime to $n$, if $k^1, k^2, \ldots, k^i = 1 \mod n$ are all distinct, and $i = \phi(n)$.

For example, 3 is a primitive root mod 7 since $3^1 = 3$, $3^2 = 9$, $3^3 = 7$ and $3^4 = 1$, all mod 7, and in addition, $\phi(10) = 4$. There are no primitive roots mod 12. The only possibilities are in the set of numbers relatively prime to 12: $\{1, 5, 7, 11\}$. $\phi(12) = 4$, and $1^2 = 5^2 = 7^2 = 11^2 = 1 \mod 12$.

Here is a list of the first few integers that have a primitive root: 2, 3, 4, 5, 6, 7, 9, 10, 11, 13, 14, 17, 18, 19, 22, 23, 25, 26, 27, 529.